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A New Concept for Privacy in 
the Light of Emerging Sciences 
and Technologies

by Michael Friedewald, Fraunhofer ISI

Privacy is recognized as a fundamental human 
right. It underpins human dignity and other 
values such as freedom of association and 
freedom of speech. It has become one of the 
most important human rights of the modern 
age. However, privacy is challenged in the net-
worked society. New technologies undermine 
the individual right because they facilitate to 
collect, store, process and combine personal 
data for the use of security agencies but also 
of businesses. In many cases this means that 
the notion of privacy is losing its value. Thus a 
new concept seems to be necessary.

Since January 2010 the European Commission is 
funding the 3-year project PRESCIENT (Privacy 
and Emerging Sciences and Technologies: To-
wards a Common Framework) that is coordinated 
by the Fraunhofer Institute for Systems and Inno-
vation Research (ISI). The multidisciplinary team 
includes researchers from Trilateral Research & 
Consulting (UK), the Centre of Science, Socie-
ty and Citizenship (Italy) and Vrije Universiteit 
Brussel (Belgium). PRESCIENT aims to estab-
lish a new framework for privacy and ethical con-
siderations arising from emerging technologies.

1	 The ever changing concept of privacy

Privacy is a multifaceted concept that is current-
ly challenged by many developments in science 
and technologies. Some of the most prominent 
examples are identification technologies such as 
RFID (Radio Frequency Identification), social 
network services such as Facebook or the creati-
on of large biobanks.

The concept of privacy has always been sub-
ject to changes. People define it differently and 
value it differently. Moreover, privacy often is 
balanced against other values, such as society’s 
safety and security. Empirical research is needed 
to determine how people value privacy, however 
they define it, in order to understand how citizens 

understand the right to privacy and its value within 
the whole context of other fundamental rights.

Privacy is not only respect for confidential-
ity, although it implies it. Privacy is not only the 
right to be left alone, although it includes it. Pri-
vacy is not only the right to control one’s own 
life, although it entails it. Nor is privacy only data 
protection, although it also concerns data protec-
tion. Privacy is all these things together and more, 
because privacy is the word we use to describe an 
important aspect of one of the main, vital and con-
stitutive polarities that shape human beings, that 
is, the tension between individuals and the com-
munity. How do new technologies impact on this 
complex and rich concept? What are the privacy 
issues arising from different emerging technolo-
gies? Multidisciplinary analysis is needed in order 
to appreciate the various philosophical, political, 
legal, ethical and social meanings of the word “pri-
vacy” in the contemporary technological world.

2	 Privacy in technology decision-making

Privacy is also a salient topic in technology poli-
cy-making. There is a need for a new social dia-
logue on privacy rights that includes issues such 
as the new borders of the private domain, a new 
business ethics and a dialogue on the balance 
between civil and government rights. From the 
privacy issues raised by new technologies, a new 
taxonomy of privacy problems is needed to help 
policy-makers balance privacy against counter-
vailing values, rights, obligations and interests.

Data protection is both broader and more 
specific than the right to privacy. The relationship 
between these concepts is certainly something 
that needs to be addressed for a new concept of 
privacy. Data protection is broader because data 
protection not only aims to concretize the pro-
tection of privacy, but also tends to protect other 
rights and interests such as the freedom of expres-
sion, the freedom of religion and conscience, the 
free flow of information and the principle of non-
discrimination. It is more specific because per-
sonal data are processed. The application of data 
protection rules does not require an answer to the 
question of privacy violation: data protection ap-
plies when the legal conditions are fulfilled. Fur-
thermore, data protection rules are not prohibiti-
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ve by default; they channel and control the way 
personal data is processed. Such data can only be 
legitimately processed if some conditions pertai-
ning to the transparency of the processing and the 
accountability of the data controller are met.

Yet with the “technology revolution” the no-
tion of privacy has started a new journey, beyond 
the mere legal sphere, which is probably leading 
privacy to its original roots, the relation between 
the citizen and the “polis”. We are facing new con-
texts (think, for instance, of the so-called PAN, 
personal area network, which describes a techno-
logy that could enable wearable computer devices 
to communicate with other nearby computers and 
exchange data) and new concepts (as, for example, 
the idea of genomic and proteomic information), 
not to mention issues raised by technologies such 
as biometrics, RFID, smart surveillance systems, 
body implants, nano devices and the like.

New technologies have specific features that 
make them quite different from traditional in-
dustrial technologies. Compared to technologies 
that drove the industrial revolution – which were 
complex, based on collective action, social inf-
rastructure, and technical know-how – emerging 
technologies are lighter. They are decentred, di-
spersed and disseminated, and their control and 
use are largely in the hands of the individuals, ci-
tizen groups and small enterprises. They are net-
work technologies (Castells 1996). In addition, 
new technologies help reduce the complexity of 
human (social, biological, political, etc.) interac-
tions and allow the individual to distance himself 
from his observation. As Paul Virilio (1994) 
has emphasised, new technologies always bring 
about even more and even faster new technolo-
gies. Emerging technologies also imply a change 
in the relation between science and politics. In 
the last few decades, representation of science 
has changed so much that some people may say 
“doing science is another way of doing politics” 
(Mordini 2007, p. 37). Indeed, the post-modern 
technological system is embedded in politics. 
Researchers are under increasing pressure to de-
monstrate the policy relevance of their findings 
and to deliver tangible results. In turn, policy-
makers are under increasing pressure to justify 
their choices of technology to be developed and 
socio-economic goals to be achieved. As emer-

ging technologies often challenge basic moral 
assumptions, they provoke a crisis directly or in-
directly, or at least a basic uncertainly with regard 
to moral standards that is either sanctioned by law 
or remains tacit presuppositions. This amounts to 
a growing gap between citizens, technology and 
politics, notably when the individual’s private 
sphere conflicts with the notion of common good.

3	 The PRESCIENT project

The European Commission (EC) is now recog-
nizing the need for a new concept for privacy to 
develop suitable methods in order to assess the 
impacts that emerging technologies have, and to 
think of privacy as a central element in the global 
governance of science and technology. The PRES-
CIENT project will address these issues and aims 
to progress the state of the art in three main areas:

1.	 Developing a concept for privacy: Until now, 
privacy has mainly been regarded as a legal is-
sue or, increasingly, as a human rights issue. 
Yet very little work has been devoted to priva-
cy as a value and its role in the overall architec-
ture of EU values as sketched by the Charter of 
Fundamental Rights of the EU. PRESCIENT 
intends to carry out case studies of five diffe-
rent emerging technologies (including identifi-
cation and surveillance technologies) to deter-
mine whether there are privacy problems po-
sed by new technologies that do not fall easily 
within commonly used taxonomy classifica-
tion of privacy problems, such as the one sug-
gested by Solove (2008). These five cases in-
clude 1) localisation and identification techno-
logies, 2) smart surveillance, 3) biometrics, 4) 
on-the-spot DNA analysis and 5) technologies 
for human enhancement. The problem with 
framing privacy solely in individualistic terms 
is that privacy becomes undervalued. The in-
terests aligned against privacy – for example, 
efficient consumer transactions, free speech or 
security – are often defined in terms of their 
larger social value. In this way, protecting the 
privacy of the individual seems extravagant 
when weighed against the interests of society 
as a whole. Ethical issues will also need to be 
addressed, especially as they come in increa-
sing numbers and often “packaged” in terms of 
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complex technology. Such ethical issues will 
require considerable effort to be understood as 
well as a considerable effort to formulate and 
justify good ethical policies. People who both 
understand the technologies and are knowled-
geable about ethics are in short supply just as 
their need is expanding (Moor 2005, p. 118).

2.	 Privacy Impact Assessment (PIA): In Europe, 
policy-makers have considered the adequacy 
of data protection legislation, the powers ac-
corded to national data protection authorities, 
the tension between facilitating trade and trans-
border data flows while ensuring personal data 
are protected and accessible and not misused 
once they leave European jurisdiction. There 
has been a primary focus on legislative consi-
deration. At the same time, the European Com-
mission and others have been concerned about 
the advent of new technologies and how their 
possible privacy impacts can be addressed. 
The EC’s RFID consultation, in some ways, 
can be considered as a groundbreaking initiati-
ve in the sense that the EC initiated a consulta-
tion with stakeholders on the introduction and 
deployment of a new technology, something 
that has not really happened before. It also re-
commended the use of privacy impact assess-
ments in new RFID applications. Although 
PIAs have been discussed in a few countries 
for more than a decade, they have only re-
cently been introduced (by the UK Informati-
on Commissioner’s Office) as a tool in Europe 
(Warren et al. 2008). Use of PIAs is likely to 
grow in the coming years. The PRESCIENT 
project will make the case for more extensive 
use of PIAs modified to take into account ethi-
cal considerations. PIAs used in tandem with 
ethical impact assessments could do much to 
come to terms with stakeholder apprehensions 
and, more specifically, a lack of public and sta-
keholder knowledge about new technologies 
and their ethical implications before the tech-
nologies are widely deployed.

3.	 Privacy policies: Technology, particularly re-
volutionary technology, generates many ethi-
cal problems. Sometimes the problems can 
be treated easily under extant ethical policies, 
but at other times – because new technology 
allows us to perform activities in new ways – 

situations may arise in which we do not have 
adequate policies in place to guide us. Someti-
mes we can anticipate that the use of the tech-
nology will have consequences that are clearly 
undesirable. We need to anticipate these as best 
as we can and establish policies that will mini-
mise the deleterious effects of the new techno-
logy and an element of future governance of 
science and technology (Moor 2005, p. 115).

Understanding and taking into account the role 
of stakeholders, including the public, is impor-
tant because they shape our (social) notions of 
privacy and how we assess the impacts of new 
and emerging technologies. More importantly, 
we need to take these views into account as a 
matter of social equity: new technologies and the 
issues they raise will impact the public, so the 
public must be consulted and given the opportu-
nity to participate in policy-making. The privacy 
and ethical impact assessment framework, to be 
developed by the PRESCIENT partners, will be 
a way of unearthing and assessing ethical prob-
lems associated with new technology and invol-
ving stakeholders in the process. A final task of 
the project will be to formulate recommendations 
with regard to ethical approaches to the develop-
ment of new technologies and to balance privacy 
and data protection against other values.
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Zukünfte der Grünen 
Gentechnik
Ergebnisse aus Szenario-Workshops 
mit Laien

von Rolf Meyer, Martin Knapp, ITAS, und Ma-
thias Boysen, BBAW

Die Entwicklungsmöglichkeiten auf dem Ge-
biet gentechnisch veränderter Nutzpflanzen, 
die darauf einwirkenden Faktoren sowie die 
daraus resultierenden Chancen und Risiken 
standen im Mittelpunkt von fünf Szenario-
Workshops. Im Diskursprojekt „Szenario-
Workshops: Zukünfte der Grünen Gentech-
nik“ wurden im Herbst 2008 mit Studenten 
verschiedener Fachbereiche bzw. Oberstu-
fenschülern Zukunftsbilder in Form von Sze-
narien herausgearbeitet. Der Diskussionspro-
zess der Workshops sollte den Teilnehmern 
aufzeigen, dass die zukünftige Entwicklung 
der Grünen Gentechnik offen und gestaltbar 
ist sowie dass unterschiedliche Problem-
wahrnehmungen und Einschätzungen mög-
lich und diskutierbar sind. Im Folgenden wer-
den einige Ergebnisse aus der inhaltlichen 
Auswertung der Szenario-Workshops durch 
die Projektgruppe vorgestellt.

1	 Ausgangslage und Zielsetzungen

Zur Grünen Gentechnik wurden in der Vergan-
genheit typischerweise normative Zukunftsbil-
der über zukünftige Produkte und deren Einsatz 
entwickelt, woraus dann Forschungsziele und 
‑fragen abgeleitet wurden (z. B. European Tech-
nology Platform „Plants for the Future“ 2007). 
Es erfolgte bislang jedoch keine Konkretisie-
rung, was hieraus möglicherweise für damit zu-
sammenhängende Bereiche wie Regulierung, 
landwirtschaftliche Praxis und Fragen der Ko-
existenz resultiert. Ebenso wenig wurden gesell-
schaftliche Zukunftsvorstellungen von Bürgern 
einbezogen. Gleichzeitig hat in Deutschland die 
Methodik der Szenario-Workshops bisher selten 
Eingang in partizipative TA-Prozesse gefunden 
und wurde lediglich in Diskursen mit Stakehol-
dern genutzt (z. B. Karger 2003).

Vor diesem Hintergrund beschritt das Pro-
jekt „Szenario-Workshops: Zukünfte der Grünen 
Gentechnik“1 Neuland: Die Szenarien wurden 
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Das Institut für Technikfolgenabschätzung und 
Systemanalyse (ITAS) im Karlsruher Institut 
für Technologie erarbeitet und vermittelt Wissen 
über die Folgen menschlichen Handelns und ihre 
Bewertung in Bezug auf die Entwicklung und 
den Einsatz von neuen Technologien. Umwelt-
bezogene, ökonomische, soziale sowie politisch-
institutionelle Fragestellungen stehen dabei im 
Mittelpunkt. Alternative Handlungs- und Gestal-
tungsoptionen werden entworfen und bewertet. 
ITAS unterstützt dadurch Politik, Wissenschaft, 
Wirtschaft und die Öffentlichkeit, Zukunftsent-
scheidungen auf der Basis des besten verfügbaren 
Wissens und rationaler Bewertungen zu treffen. 
Die Erarbeitung des Folgenwissens ist auf einen 
gesellschaftlichen Beratungsbedarf bezogen, und 
konkrete Beratung wird durch wissenschaftliches 
Wissen fundiert. Zu diesem Zweck wendet ITAS 
Methoden der Technikfolgenabschätzung und 
Systemanalyse an und entwickelt diese weiter. 
Das Internetangebot des Instituts finden Sie unter 
http://www.itas.fzk.de.


